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1. Motivation 3. Our Contributions 5. Refinement Algorithms

* It is known that in 2-player general sum games, extensive-form correlated -+ First resolving algorithm for EFCE + Phase 1: compute bounds on player payoffs which guarantee safety
equilibrium (EFCE) can lead to higher social welfare (SW) [1, 2]. Players in ‘ \'Z/’VO')":[glp.edOf So_rrtelatiog plans = ddoeﬁ nOtt;la;/fha clear h]ife_r?rcr?czl struc(:jture. i i « For each recommended sequence not belonging to a subgame, we compute (i) upper-
the benchmark game Battleship can be incentivized by a centralized mediator pa?tial'ﬁ'oﬁegt'igf S:ngtirg(;ifspm S ererte ?,fﬁe'f)jﬁd'e‘ﬁ:ﬁ’y‘ EEPETTENES DEEEN 588 g;‘;ﬁzg{‘s?ﬁ‘f’a"g‘?d"ez i’;at{]?; ?;f; :Iffur;u(iz‘)"fet'cnogmarggn(g)aifo";’;r bounds on how much a
to deliberately avoid shooting at their opponent, leading to peaceful outcomes. ¢ Define notions of safety for EFCE  Obeying these bounds ensure that exploitability is no greater than the blueprint

« EFCE is a superset of CE. Players only receive recommendations for the » We play the role of a mediator and seek to (i) improve social welfare and (ii) reduce + Uses a method similar to prior work by Ling and Brown, used in Stackelberg games [6]

. . . . exploitability. Refinements are safe if applying resolving to every subgame gives a refined * Blueprint satisfies these bounds trivially.
information set they are currently in. Players who deviate from strategy that outperforms the blueprint in SW and exploitability. * Phase 2: Find valid refinement in =; which respects these bounds
recommendations no longer get recommendations for the rest of the game. * Propose 2 algorithms to achieve safe resolving « Method 1: Builds off the Linear Programming method first proposed by Von Stengel [1].

- Computationally difficult. NP-hard to find SW maximizing EFCE. In games Bounds are enforced l:?y a_dding them.dir_ectly as Iinear_ cgnstraints. Having a higher social
without chance, can be done in polynomial time, though quadratic in the size 4. Partial Correlation Plans and Refinements : vae'fﬁgf, fﬁ"Sﬁ?dzyo‘ﬁf“;“ﬁgvfe??etgfeﬁ?ﬂ]?,i“rxiez;ﬁobner;"eatﬁ'cﬂ'zbeadged on self play [3] between
of the game tree. Example: Battleship on a board of size 3x2, time horizon of « Assume game is 2 player, has no chance, and perfect recall deviator and mediator. Bounds entorced by expanding the set of deviators. Perform binary

search to achieve a social welfare no worse than blueprint.
constraints are obeyed by each row and column. [1] « Both methods: Safety for deviating sequences within subgame is handled by the original
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_ e constraints for first col. ,
O D T3 sequence form » Evaluated our method on the Battleship benchmark game

4, and a single ship of size 2x1 has a correlation plan of size > 100M. « = can be represented by a 2D grid indexed by sequence pairs (o4, 05), where sequence form

2. Subgame Resolving

A crucial component of successful bots is subgame resolving, or search. In

. . . . s Y, £@,0) = £(0.4,) +¢(01y) | constraints for first row » Blueprints: (i) the uniform, independent blueprint, and (ii) a jittered alternative
perfect information games (e.g, chess), one applies search online in actual 7 . prints: (i) . N P uepring, (ia] '
o o | 2 ! 3 T p—————— « Subgames begin after 15 round of shooting.

play. Resolving is only initiated from states encountered in actual play J /\ /\ 5 /\ /\ =7 i)(goir;%iilsit;ogls;‘?;Eirll)sclgac}i,iv{ii"ci;;g(gi)vﬁé%ii;clvl;/lillllec)onsider . Experiment 1 (left). Maximize social welfare using LP solver
» Extends to imperfect information games (aka continual resolving, search). s | N 2 . Significant improvement in social welfare for both blueprints

Notable success in zero-sum game solvers (Libratus, DeepStack [4, 3]). LI Probs of leaves [ strategy deviating player expects to be facing « Experiment 2 (right). Minimizing exploitability only using regret minimization
- Limited success outside of zero-sum or cooperative games, with some initial * Polytope of partial correlation plans = nT oy e dered K

: : . « Contains g4, 05, both belonging to subgame j or occur before any subgame. 7 370 370 355 3.
work in applying general-sum Stackelberg extensive form games [6]. 11ains 03, 03, DO BEIONFING 9ame J - y SUbJAT Y 382 G4y ds a4 4z e T T
_ _ _ _ o - Valid refinement &;: if g4, 0, occur before subgame, &;[oq, 0,] = &loy, 03], i.e., we cannot I3 50 2 B0 295 S92 200 o T

* Follow blueprint (typically from a simple abstraction of the original) strategy, change what has happened in the past once inside a subgame. = > T F 4 8§

computed offline in at the start of the game. Upon entering a subgame, a - Sequence form constraints are the same as = (where the sequence pair exists) e e [ 3.89M T11M 360M

. y . . . _ §6, 1.2e5 s _4:94 _'2.47 _4:99 _'1.95 0 100200300 400500 600 700
refinement is computed online only for the subgame entered. Partial Cprre!atlon plans are close to independent frqm each qther o T
* For valid refinements of blueprint £,, sequence form constraints do not “intersect” () il Vioinarivisin s s oirenneme fbwith shinsiok iz against iteration number. Right: Parameters of game.

* Refinements can be unsafe: Performing resolving based on initial state

T | | * When performing refinements, we need to only consider valid refinements in =,
distributions (of the subgame) of the blueprint can be counterproductive. » The fully refined strategy £ € = that players see when considering deviations is obtained by (. Future Work
* Since players know that refinement would be performed upon entering subgame, they can “piecing together” partial refinements.

respond to refinement even before entering the subgame. » Note: we do not explicitly compute full refinements. However, we will need to reason about the * Extensions to other forms of correlated behavior

social welfare and exploitability of it in order to guarantee safety. . Explore possibility of |eaming values (as with DeepStack)

1. Social welfare is reported at a scale of le-2.

: . - Partial refinement (actual computation) Complete refinement (what players “see”)
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