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1. Introduction e Example: Given a context (features) x, learn a payoff matrix P(x)
which has equilibrium distributions similar to the actions observed

e Game theory finds optimal strategies based on known

i.i.d samples from
payoffs. Our setting, sometimes known as inverse game <) @ @g equilbrium strategie
theory (Kuleshov, Waugh et al, 2011) is the reverse. | o0 |-neo | mo g jgjg%;

e Our objective is to learn underlying game parameters by <L: a® =(, €3)
observing player actions only. @é bi(x) | 0 |=b3(x) Context
e Learning utilities allows us to better understand the &R 6w | by | 0 o peded

problem, as opposed to directly predicting strategies.

_ Payoff Matrix strategies
2. End-to-end learning . T ) [ o] by
e Based on recent work by Ling et. al. (2018) Context VpL Seliven (VuL, VyL) s
e Assumes that players act according to the logit Quantal Vol
Response Equilibrium (QRE, McKelvey, 1993) of the . tc_l(")
ctions

reduced normal form.
e By differentiating through’ game solutions, training is e Relies on the strong assumption that players play according to

performed end-to-end using SGD to minimize log-loss. the QRE of the reduced normal form.
e Scales up to larger extensive form games by exploiting e Scales poorly in size of the game, requires solving a regularized
the sequence form representation (Von Stengel, 1996). min-max problem and a linear system for every training point.
3a. Nested Logit (prior work) 3b. Nested Logit QRE
e Logit model: action probabilities based on softmax e Obtained by extending nested logits to the multiplayer setting, or
. exp(Uy/\) . Trr alternatively, adding varying levels of rationality at each infoset.
S D area €Xp(Uqr /A) o Ya= azg;ffxu U=AH(u) e Natural extension of dilated entropy regularization (Kroer et. al.,
e ). corresponds to the level of (ir)rationality. 2018) ) )
e Using logits to model player actions may lead to minmaxu’ Pv+ » A ) talog u: =D A ) valog =

o heZ, a€A, Ph
subjectto Fu=-e, Fv=1/.

hel, ac Ay

pathologies (Debreu 1960).
e Nested Logits generalize logits by grouping actions

u, v: sequence form probs , py: action preceding infoset h.

into nests, with different 4 for each nest e From a machine learning standpoint: additional A parameters to
/R /\ /\ be learned. Gradients of loss wrt A are similar to Ling et. al.,
which is derived using the implicit function theorem.
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Logit Logit (effectively) Elimination by aspects = ()b = < _/\ﬁ,u;pa - | Yo | _ P; Swy 0 F —VL
(Tversky, 1972) K- B Y 19 LA 0
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and quantities involving v are defined analogously to u.

5. Experiments

4. Efficient Forward and

backward

Utlize tirst order methods (FOM) of Chambolle and Pock o gxtensive form games with depth 2 random payoff matrices and
(2015) to solve convex-concave problems of the form 7, actions per player per round.

min max z! Py + £(z) — F(y) .
Ex=zq9 Fy=yo

e Requires fast computation of “best response” subproblems

argminz’ ¢, + E(x) and argminy’ ¢, + F(y) g 100 | o /
Ex=xg Fy=yq // 10|
e Forward pass: subproblem may be solved easily by a " 6o s Bo s wo d@s B T T N
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Forward pass Backward pass

single tree traversal or sparse matrix-vector multiplication o y =« 1o 0 dars of magnitude faster than our previous work

(Kroer et. al, Hoda et. al., 2010) : :
e Backwards pass involves solving a large linear system to 5.2 Information gathering dataset

obtain y. (See 3b). e The information gathering game (Hunt et. al., 2016) is a
e Surprisingly, this may be recast to another one-player 4-stage game which requires players to trade-off
convex-concave problem by observing that the linear between paying for exploration or taking a potentially risky action.
system is precisely the KKT conditions of e We used age and education as features and learned
minmax o7 Py + %xTz(U)x _ %yTE(v)y +V LTz + V, LTy k—parametse[s;jor each of the 4 stages of trligame as a function
subjectto Fxz =0 Fy=0. of these 2?_ Ef”l":" “““““ = Zzzg \ —?51
e This may be solved again using the FOM of Chambolle and \
Pock, with subproblems that may be solved in linear time by JV\J/ o] |
exploiting tree structures of extensive form games - B I R I

Age Age

e The better educated and middle aged demographics enjoy higher
rationality (lower A) corroborating with Hunt et. al..



